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Abstract—In Hybrid networks, which synergistically mix to-
gether wired and wireless links to achieve flexible and reliable
communication, it is particularly challenging to routing selfish
tasks since each task wish to finish transmission as early as
possible and its decision could have impacts on the others. In
this paper, we investigate the problem to route a given set of
selfish tasks in hybrid networks. Under a unified cost model,
the competitive behaviors of selfish players are modeled as a
noncooperative game. We show the game is ordinal potential, and
the existence of a pure-Nash Equilibrium (pure-NE) is therefore
guaranteed. We also design a routing scheme, called Selfish
Task-Driven Routing (STaR), to achieve a pure-NE. Extensive
simulations show that our scheme can not only efficiently converge
to an equilibrium but also outperform other source routing
protocols regarding the completion time and load balancing.

I. INTRODUCTION

The gap between wired and wireless networks is narrowing

because of the rapid developments in wireless technologies.

Many situations exist today where blending together wired

and wireless links could lead to much improved networking

services. This paper studies such a hybrid network which

combines the high-speed collision-free wired links with the

flexible wireless links. Examples of hybrid networks are plen-

tiful, including the ubiquitous Local Area Networks (LANs)

where many user devices are connected wirelessly using Wi-

Fi to a wired structure, and the emerging hybrid data center

networks (HDCNs) [1], [2]. By capitalizing on the flexibility

of the wireless links and the reliability of wired links, a

hybrid network can offer many more routing options and a

larger capacity. Fig. 1 illustrates the idea by a simplified

hybrid network. The solid lines represent wired links, and

the dashed ones are wireless links. Fig. 1(a) is a wired-only

network with five nodes. From A to E, there is only one path:

A→B→C→D→E. As for the hybrid network in Fig. 1(b), there

are as many as 25 acyclic paths from A to E.

In a hybrid network, a node can be a router or a switch,

an access point, a base station, a wireless device, and so on.

Wired links can provide reliable as well as collision-free com-

munication while the wireless links can provide flexible and

more timely responses to communication requests. However,

more available routing options provided by hybrid networks

brings new challenges to the matter of route selection: 1) How
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Fig. 1: A hybrid network

to design a unified cost model for both the wired and wireless

resources? 2) How to design routing rules based on the given

cost model? 3) How to, in particular, route tasks that are selfish

as they compete for the limited resources?

Selfish routing is difficult because different decisions of one

task may have different impacts on the others. Take the hybrid

network in Fig. 1(b) as an example. Suppose there are two

tasks: the first is to route from A to E and the second from

B to E. Assume that the first chooses wireless link A→C.

Then, if the second task chooses wireless link B→C, the two

transmissions may interfere with each other. However, if the

second task chooses wired link B→C instead, both tasks can be

accomplished without collision, which should lead to an overall

better performance. Obviously, the problem can become much

more complicated as the number of tasks increases.

In this work, we investigate the above routing problem in

hybrid networks. As we just showed, different routing choices

of one task will generate different impacts, i.e., different

congestions and interferences, on the links. Therefore, the

cost of choosing a particular link for a task is not static. In

real applications, these impacts can be inferred by a central

scheduler, such as the controller in a software defined network

(SDN)1. We propose an interference matrix to describe the

potential influence of one link on another, taking into account

the protocol interference model and the CSMA/CA protocol.

This matrix can be derived when the network topology and

the wireless transmission powers are known. We consider the

problem of routing a given set of selfish tasks in the hybrid

network. Each task specifies a load (volume of data) to be

delivered from a source to a destination, and each task desires

to finish its transmission as early as possible.

For the routing game, we try to find a “stable” source routing

strategy profile for each selfish task. Here, “stable” means no

task can reduce its completion time by unilaterally changing

its route. Our results are as follows:

1In this paper, the scheduler aims to assist each task to conduct the selfish
routing.
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• Given the selfish nature of tasks, the problem of source

routing in hybrid networks is modeled as a noncooperative

game. A cost system for paths is built based on the

characteristics of the wired and wireless links.

• The proposed routing game is proven to be ordinal po-

tential, and therefore possesses at least one pure-Nash

Equilibrium (pure-NE). The price of anarchy is bounded

by a measurement of homogeneity of the task size.

• By leveraging Joint Strategy Fictitious Play (JSFP) with

inertia, we design an efficient routing scheme to achieve

a pure-NE. Our routing scheme can also achieve good

performance in terms of the completion time of the tasks

and load balancing among the links.

To the best of our knowledge, this is the first work to investigate

selfish task-driven routing game in hybrid networks where

wired and wireless resources coexist.

Organization: The remainder of the paper is organized as

follows. Related work is discussed in section II. Section III

presents the system model. In Section IV, we formulate the

routing game in hybrid networks and show that there is at least

one pure-NE. In Section V, we give the design of a source

routing scheme which can achieve the pure-Nash Equilibrium.

We present numerical analysis and simulation results in Section

VI. Finally, Section VII concludes the paper.

II. RELATED WORK

In this section, we introduce the related work, including ap-

plications of hybrid wireless/wired networks, routing protocols

in hybrid networks, and routing games.

A. Hybrid Wired/Wireless Networks

1) Home/Office Networking: It is now commonplace that

the wired and wireless links coexist at home or in the office.

However, currently, most of the routing schemes are rule-based,

i.e., they set preference as to which of the wired Ethernet or

Wi-Fi should be used when both are available.

2) Hybrid Mesh Networks: The hybrid mesh network is

composed of a backbone (or infrastructure) network and an

ad hoc network. The backbone is mainly established by wired

links while the ad hoc network by wireless links. This architec-

ture has been shown to be a better one for the next generation

wireless networks [3].

3) Hybrid Data Center Networks: A hybrid data center

network (HDCN) augments the traditional wired network with

wireless links. It can provide flexible communications among

the servers, whenever and wherever possible, as well as im-

prove the overall network capacity [1], [2]. As stated above,

with potentially the same level of bandwidth as the Ethernet,

60 GHz wireless technology [4] is considered a good candidate

to support the added wireless links in hybrid networks.

B. Routing Protocols in Hybrid Networks

Very few works have investigated the routing problem

in general hybrid wired/wireless networks. Some results are

specific for a particular type of scenario, e.g., hybrid mesh

networks.

Draves et al. [5] proposed a metric of route selection in

multichannel networks, aiming at the problem of choosing

a high-throughput path between a source and a destination.

Raniwala et al. [6] focused on wireless mesh networks that

use wired links to relay traffic among wireless access points,

and proposed a routing protocol that required multi-interfaces

on a node. Yoshida et al. [7] investigated how to determine

whether to choose a route consisting of wireless links only.

The most widely known source routing protocol is Dynamic

Source Routing (DSR), which chooses a route on-demand when

a transmitting node makes a request [8]. These works only

focused on the networks integrating an infrastructure network

and an ad hoc network but not a general hybrid wired/wireless

network. For the hybrid data center, the problem to design an

effective routing protocol remains open because the architecture

of an ideal hybrid design is still being explored. Based on the

above, there is a need for new routing protocols in generalized

hybrid wired/wireless networks.

C. Routing Game

Some existing works investigated the selfish routing problem

from a game-theoretical point of view [9]–[12]. Congestion

games are a class of games proposed by Rosenthal [13].

Selfish routing games were studied in [10], including atomic

and nonatomic ones. These classical studies on routing game

did not care about possible interference among the links.

Other papers studied the congestion game in a completely

wireless environment. In [11], congestion is only caused by

the neighbors, where wireless spectrum resources are shared

by selfish users. The route-switching game in [12] studied a

spectrum-mobility-incurred problem in which there is a trade-

off between the channel-switching cost and the routing cost.

They considered an exclusively wireless network environment

without wired backbone. Further, each link with a specific

channel was assumed to be available to at most one task

throughout the routing process. In our work, we let any task

have unrestricted use of the link resource, which makes the

problem more challenging. Existing routing games considered
either a completely non-interfering environment (e.g., a wired
network) or a completely wireless environment. Few works
have investigated the routing game in hybrid wired/wireless
networks.

III. SYSTEM MODEL

A. Hybrid Networks

A hybrid network can be represented by a potential graph

G = (V,E), where V is the set of nodes and E is the set of

links which include both wired and potential wireless links. The

potential available channel set is denoted as C = {1, 2, . . . , C}.
Similar to [6], we assume the number of antennae of each

wireless node is enough to support all its potential links work-

ing on different available channels simultaneously. A potential

wireless link exists between any two nodes that are within the

wireless communication range of each other. Specifically, we

denote EX and EY as the sets of wired and wireless links

respectively, and E = EX ∪EY . Similar to other recent works
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on hybrid networks, we only consider unicast in the wireless

communication, and assume that each wireless device has a

stable power level. With a known power level, we can obtain

the wireless transmission ranges and establish all the potential

links. For simplicity, we assume each wireless node has the

same power level.

In the wired environment, an edge ei(p,q) ∈ EX denotes a

link going from node Np to Nq . Here, i is the link identity.

For a bidirectional wired link, there are two parallel edges with

opposite directions in the graph. In the wireless environment, an

edge ecj(u,v) ∈ EY from Nu to Nv is established if and only if

Nv is within the transmission range of Nu on channel c, which
is a potential link2. We assume that each node is equipped with

multiple antennae and interfaces, so multiple wireless links can

be established between two nodes. Two links are opposite if

they differ from each other only by the direction, which are

denoted as e and ē. For simplicity, we assume that all the links
(both wired and wireless links) are with the same capacity. Our

results are still valid when the links have different capacities.

B. Tasks

There are N concurrent tasks as indicated by i ∈ N =
{1, 2, . . . , N} in the hybrid network. Each task corresponds to

a source-destination pair (s, t) and has a number of packets to
transmit. We refer to the number of packets a task possesses

as the task size. We assume that 1) each packet has the same

size no matter which task it belongs to; 2) each task chooses

one path to route all its packets. The goal of each task is to

finish transmitting its data load as early as possible.

C. Interference Matrix

We use a matrix I to characterize the interference between

any two links. For links ei, ej ∈ E, I(ei, ej) indicates how
link ei is interfered by link ej .

In the wired environment, each link eX ∈ EX will be

interfered only by itself, which implies a congestion when

the same wireline is used by a pair of connecting nodes. We

set I(eX , eX) = 1, and all other entries to zero. Specifically,

we assume that opposite wired link pairs will not interfere

with each other (working in the dual mode), denoted as

I(eX , ēX) = 0. In the wireless environment, only the links

allocated with the same channel can interfere with each other.

For the ones assigned with different channels, the correspond-

ing entries of I are set to zero. We set I(ei, ei) = 1, which
denotes the congestion on this wireless link. As for the other

entries, we determine the interference based on the protocol

interference model. Recall that we only consider unicast in

wireless communication.

In the protocol interference model, each entry of I is either

1 or 0. That is, for link pair ei, ej ∈ EY , I(ei, ej) = 1
if and only if ei and ej are assigned the same channel and

ei is within the interference range of ej , and I(ei, ej) = 0

2We will use eci and ei for simplicity according to the context, all of which
are literally equivalent to ec

i(u,v)
in the wireless environment.

otherwise. Therefore, for a successful transmission on link ei,
we have ∑

ej∈E\{ei}
I(ei, ej) · Z(ej) = 0, (1)

where Z(ej) = 1 if and only if ej is activated, i.e., included in
at least one path that is routed by at least one task at a time,

and Z(ej) = 0 otherwise.
There is no interference between the wired links and wireless

links. Note that the above matrix can be established when the

geometry information and interference model are known, with

the assumption that the power level of each wireless device is

given.

D. Problem Definition

We consider the routing problem of N selfish tasks in a

hybrid network. We assume a scheduler is available, which

manages the information of the tasks, the network and the

interference matrix. Specifically, the channel states, the network

topology and information about the tasks, including the source-

destination pairs and the loads to be transmitted, are collected

at the scheduler. We are to design a centralized routing strategy

for all the tasks, i.e., a strategy that no task can improve

its performance (the completion time) without perturbing the

others’ decisions. Here, the completion time of a task is the

time it takes to finish delivering all its load. We assume tasks

will honestly follow the routing strategies. Our problem is

formally defined as:

Problem 1. Given a hybrid network G, channels C, tasks
N and the interference matrix I, the problem is to design
a routing scheme so that each task’s completion time is
minimized given the routing selections of the other tasks.

IV. TASK-DRIVEN ROUTING GAME MODEL

In this section, we define the routing game in a hybrid

network with selfish tasks.

A. Link Cost

For any task i ∈ {1, 2, ..., N}, Pi is the set of its possible

routing strategies. Only one path pki ∈ Pi is chosen to route

all its loads, where k ∈ {1, 2, ..., |Pi|}. Let P =
⋃

i∈N Pi,

which is the union of all the possible routing paths for the N
tasks. The strategies of all the N tasks are within the space

P = P1 × P2 × · · · × PN , where a dimension Pi = Pi. We

assume for each task i, from si to ti there exists at least one
feasible path composed of wired or wireless links.

We employ a two-dimensional matrix XN
P to denote the path

selection of each task, where Xi
p = 1 if the ith task chooses

path p. Similarly, for any link e ∈ E, set Xi
e = 1 if this link

is selected by the ith task, which means e ∈ p and Xi
p = 1

(p ∈ Pi). We denote Qi(e) as the loads of all the other tasks
other than the ith task that will be transmitted on edge e ∈ E
during source routing. Note that Qi(e) is an important factor

when choosing a path including link e, but not a measurement
of the exact delay for task i’s routing through this link. Recall
that every task only chooses one path to transmit all of its
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packets. αi is the load that task i will transmit over e during
its routing process. Thus, we have

Qi(e) =
∑
j∈Ni

∑
p∈P & e∈p

Xj
p · αj =

∑
j∈Ni

Xj
e · αj , (2)

where Ni := N \ {i}. The cost for task i to transmit its

packets on link e is characterized as follows, which includes

the congestion cost and the interference cost.
1) Congestion Link Cost: We allow routing multiple tasks

on one link. Different tasks transmitting packets on the same

link or on two opposite wireless links simultaneously will

cause congestion.We utilize a cost function to formulate the

congestion cost of task i on edge e, denoted as D(i, e) =
λ(I(e, e)Qi(e), I(e, ē)Qi(ē)). λ(x, y) is a non-decreasing

function of either x (with y fixed) or y (with x fixed). The

congestion link cost reflects the potential queuing delay in

wired and wireless communications.

2) (Wireless) Interference Link Cost: In the wireless envi-

ronment, a pair of links using the same channel will interfere

with one another. In the protocol interference model, we

consider the CSMA/CA-like contention cost. In this contention

protocol, one link that is interfered by some other links will

contend for transmission since only one of them can transmit

successfully at a time. We model the interference link cost as

the expected contention delay. F (i, e) denotes the interference
link cost on e when task i selects it, which is defined as:

F (i, e) =

{
μ(Mi(e)−D(i, e)), ∀e ∈ EY

0, otherwise,
(3)

where Mi = I ·Qi is a vector, I is the interference matrix we

defined in Section III-C, and μ(·) is a non-decreasing function.
We denote the total cost of the ith task routing on link e as

j(i, e), which can be calculated as follows.

j(i, e) = f(D(i, e), F (i, e)), (4)

where f is also a non-decreasing function.

B. Path (routing) Cost

The strategy profile of all players is denoted as A =
{p1, p2, · · · , pN}. Let Ai denote the strategy of player i,
which actually is the path pi it chooses. Set the strate-

gy profile of all players other than player i as A−i =
{p1, · · · , pi−1, pi+1, · · · , pN}.
Under the profile A, for the ith task that chooses strategy

Ai containing link e1(Ai), e2(Ai), · · · , ek(Ai), the path cost

PCi(A) is calculated as

PCi(A) = PCi(Ai, A−i) =
∑
e∈E

j(i, e)Xi
e, (5)

where Ai = pi ∈ Pi and Xi
e = 1, ∀e ∈ Ai. We evaluate

the path cost PCi(A) by the expected end-to-end delay, which
refers to the overall delay for loads of one task transmitted

from the source to the destination. Without loss of generality,

the packet size of each task is assumed to be identical.

C. Game Formulation
According to the cost formulation defined above, Problem 1

is transformed into Problem 2, as follows:

Problem 2. Given a hybrid network G, channels C, tasks N
and the interference matrix I, our problem is to design a
routing scheme for all tasks such that each task’s path cost
is minimized given the routing selections of the other tasks.

Clearly, the routing selection of each task depends on the

decisions of the others. Thus, we formulate the problem as a

routing game where each task acts as a player and selects its

route selfishly to minimize its path cost. Recall that we assume

there is a scheduler and each task has the information about the

network and other tasks. We define the routing game in a hybrid

network as G = {G,N ,P, PC}, where G is the potential

communication graph, N is the N -player set corresponding

to the tasks, and P is the strategy space. Each player i ∈ N
has a strategy set Pi and a path cost function PCi : P → R.

Next, we give the definition of the pure-Nash equilibrium for

the routing game as follows.

Definition 1 (pure-Nash Equilibrium, pure-NE). A strategy
profile A∗ is called a pure-NE if for each player i ∈ N

PCi(A
∗
i , A

∗
−i) ≤ PCi(Ai, A

∗
−i), ∀Ai �= A∗

i ,
which means that no player can reduce its cost by unilaterally
changing its strategy at the equilibrium.

D. Existence of pure-NE
In this section, we show that the proposed routing game has

a pure-NE by proving that it is an ordinal potential game.
1) Ordinal potential Game: Ordinal potential games are

generalized from potential games which generalize a number

of other games including the classical congestion game [14],

[15]. The definition of the ordinal potential game is:

Definition 2 (Ordinal Potential Game). A finite (player and
strategy) game is an ordinal potential game if and only if for
some potential function φ : P→ R,

PCi(A
′
i, A−i)− PCi(A

′′
i , A−i) < 0

implies φ(A′
i, A−i)− φ(A′′

i , A−i) < 0,

for any player i ∈ N , A−i ∈ ×j �=iPj and A′
i, A

′′
i ∈ Pi.

The properties of ordinal potential games have been well

studied [14]. The following one which gives us an approach to

prove the existence of a pure-NE.

Lemma 1. Every finite ordinal potential game possesses a
pure-strategy Nash Equilibrium.

2) Existence of pure-NE in the routing game: We show that

our proposed routing game is a finite ordinal potential game,

and thereby possesses a pure-NE.

Theorem 1. Under the protocol interference model, given⎧⎪⎪⎪⎨
⎪⎪⎪⎩
j(i, e) = D(i, e) + F (i, e)

D(i, e) = I(e, e)Qi(e) + I(e, ē)Qi(ē)

F (i, e) =

{Mi(e)−D(i, e), ∀e ∈ EY

0, otherwise,

(6)
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the routing game is a finite ordinal potential game.

Proof of Theorem 1. First of all, our proposed routing game

has a finite number of players (tasks) and each player has a

finite number of strategies (paths). So we have Claim 1.

Claim 1. The routing game in hybrid networks is finite.
Next, we prove that the game is an ordinal potential game.

We denote one specific strategy profile (which corresponds to

a point in space P) as A(a) = {A1(a), A2(a), · · · , AN (a)},
where Ai(a) = {e|e ∈ Ai(a), X

i
e(a) = 1} is the ith task’s

strategy. Similarly, let A−i(a) denote the same strategy profile
excluding the player i, and we have A(a) = (Ai(a), A−i(a)).
Then, the path cost is denoted as PCi(Ai(a), A−i(a)).

Lemma 2. Under the protocol interference model, there is
an ordinal potential function in the routing game in hybrid
networks, which can be φ(a) =

∑
i∈N αiPCi(A(a)).

Proof of Lemma 2. Suppose there are two strategy profiles

A(a) and A(b) satisfying that

PCk(Ak(a), A−k(a)) < PCk(Ak(b), A−k(b)), (7)

where Ak(a) �= Ak(b) and A−k(a) = A−k(b).
Under the protocol interference model, we assume I(e, e′) =

I(e′, e) similar to [12]. According to the formulae in Theorem
1, we can rewrite the path cost of the kth task

PCk(A) =
∑
e∈Ak

j(k, e) =
∑
e∈p

∑
e′∈E

∑
i∈Nk

I(e, e′)αiX
i
e′ . (8)

We have

φ(a)− φ(b) =
∑
i∈N

αiPCi(A(a))−
∑
i∈N

αiPCi(A(b))

= αkPCk(A(a))− αkPCk(A(b))

+
∑
i∈Nk

αiPCi(A(a))−
∑
i∈Nk

αiPCi(A(b)).

(9)

Since Ai(a) = Ai(b), ∀i ∈ Nk, we get

φ(a)− φ(b) = αk

∑
e∈E

Xk
e (a)

∑
e′∈E

∑
j∈Nk

I(e, e′)αjX
j
e′(a)

− αk

∑
e∈E

Xk
e (b)

∑
e′∈E

∑
j∈Nk

I(e, e′)αjX
j
e′(b)

+ αk

∑
e′∈E

Xk
e′(a)

∑
e∈E

∑
i∈Nk

I(e, e′)αiX
i
e(a)

− αk

∑
e′∈E

Xk
e′(b)

∑
e∈E

∑
i∈Nk

I(e, e′)αiX
i
e(b)

= 2αk[PCk(A(a))− PCk(A(b))] < 0.
(10)

According to Inequality 7 and Definition 2, Lemma 2 is proved.

Based on the above, Theorem 1 is proved.

Therefore, we conclude that there is at least one pure-NE in

our proposed routing game in hybrid networks.

V. SELFISH TASK-DRIVEN ROUTING SCHEME

In this section, we propose a source routing scheme in

hybrid wired/wireless networks, called the Selfish Task-Driven

Routing (STaR) scheme. We first adopt a learning scheme, joint

strategy fictitious play (JSFP) with inertia [16], to find a pure-

NE of our game, whose existence is proved in Section IV. The

learning scheme performs well especially in large-scale ordinal

potential games [14]. After finding the pure-NE, we present the

pure Price of Anarchy.

A. Routing Scheme

Fig. 2 shows the framework of the scheme. The above three

blocks show operations in the outer layer. In each iteration, the

scheme gathers information of each task with the scheduler.

The information includes the corresponding source-destination

pair and the size of each task. Then the learning algorithm JSFP

with Inertia is called to achieve a pure-NE. Whenever a pure-

NE is reached, the scheduler returns the routing selection in the

strategy profile for all tasks. Finally, tasks do source routing

following the selected routes. This scheme assigns each selfish

task fairly with a route, and we can see in the the next section

load balancing is also achieved.

B. JSFP with Inertia

The lower part of Fig. 2 illustrates JSFP with inertia. It first

samples a profile of route selections for all tasks (Initialization),

and then updates the predicted cost by recursion and selects

either the strategy in last time slot (with inertia) or from a

set of candidates with some probability (Update). JSFP needs

minimal computational support [16]. It requires neither to track

the empirical frequencies nor to compute the expected costs of

joint strategies of the other players.

Algorithm 1 is the framework of using JSFP with Inertia,

which has two stages, the Initialization (see Algorithm 2) and

the Update (see Algorithm 3). We have:

Theorem 2. In our proposed routing game, the strategy profile
A(t) generated by Algorithm 1 converges to a pure-NE with a
high probability.

The convergence is almost for certain if each route of any

task has a unique cost. This property of JSFP with inertia was

proved in [16].

The notations in the algorithms are as follows. Time is

divided into time slots. We use iteration interchangeablely for

time slot since each task will select a strategy according to

the strategy profile at the last time slot. The strategy profile

at time slot t is A(t). Ai(t) and A−i(t) are the strategy

selected by the ith task and the strategy profile selected by

all other tasks at time slot t, respectively. I{·} (Step 3 and 4

in Algorithm 2) is an indicator function. I{A(t) = Ā} = 1
means the joint strategy profile selected by all tasks at time

slot t is Ā, and I{A(t) = Ā} = 0 otherwise. z
Ā−i

−i (t) is the
percentage of times at which tasks other than i have selected
the joint strategy profile Ā−i ∈ P−i, which is defined as

z
Ā−i

−i (t) :=
1
t

∑t−1
τ=0 I{A−i(τ) = Ā−i}. z−i(t) (Step 3 in

Algorithm 1) is the empirical frequency vector formed by
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For Each Task Do
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Fig. 2: The Framework of JSFP with Inertia Based Selfish Task-

Driven Routing (STaR) Scheme in Hybrid Networks.

Algorithm 1: Framework of JSFP with Inertia.

Input: Task ID i, {Pi}Ni=1, K
Output: A sequence of strategies for the ith task to act

on at t
1 Call Algorithm 2: Initialization;

2 repeat
3 t = t+ 1; Update z−i(t);
4 Call Algorithm 3: Update;

5 until k = K;

{zĀ−i

−i (t)}Ā−i∈P−i
. P̄C

Āi

i (t) (Step 2 in Algorithm 3) is the

average cost for the ith task selecting strategy Āi which is

given by P̄C
Āi

i (t) :=
1
t

∑t−1
τ=0 PCi(Āi, A−i(τ)).

The algorithm is designed for each task, helping it to

determine its own route for source routing while considering

the selfishness of all other tasks. Note that each task is required

to obtain the strategy profile of other task in each iteration, so

global synchronization is needed. We describe the algorithm

briefly, as follows.

At the stage of initialization (Algorithm 2), each task selects

a best-response strategy with the assumption that other tasks

randomly selects a path. At the stage of update (Algorithm 3),

in the tth (t ≥ 1) iteration, a task, say i, will select a path

based on two cases. The first case is that task i will stay on

its strategy in the last iteration if it is also a best response in

the current iteration (Line 8). The second case is that task i
will select a strategy according to a probability distribution,

ωi(t)ρi(t) + (1 − ωi(t))v
Ai(t−1), if the strategy in the last

iteration is not a best response in the current iteration (Line 10).

ωi(t) is the probability of the second case, while (1 − ωi(t))
is the probability of the first. ρi(t) can be any probability

distribution whose support is contained in BRi(zi(t)), the set
of best responses for task i. vAi(t−1) denotes a binary vector of

size |Pi|, in which only the entry corresponding to the strategy
in iteration t− 1 is set to 1.

C. Pure Price of Anarchy

Selfishness in our proposed routing game may influence

the global performance in hybrid networks, which is studied

through the analysis of pure-PoA (i.e., the PoA under a pure

Algorithm 2: Framework of JSFP with Inertia: Initializa-

tion.

Input: Task ID i, {Pi}Ni=1

Output: A strategy for the ith to act on at t = 0

1 t = 0, k = 0, P̄C
Āi

i (0) = 0;
2 Uniformly randomly select Ā−i ∈ P−i;

3 I{A−i(0) = Ā−i} = 1;
4 I{A−i(0) = A−i} = 0, ∀A−i �= Ā−i ∈ P−i;

5 for ∀Āi ∈ Pi do
6 Calculate P̄C

Āi

i (0);

7 for ∀Āi ∈ Pi do
8 if P̄CĀi

i (0) = minA′
i∈Pi

P̄C
A′

i
i (0) then

9 Ãi(0) = Āi;

10 Include Ãi(0) in the set BRi(zi(0));

11 Uniformly randomly select a strategy Ãi ∈ BRi(z−i(0))
and set Ai(0) to be that strategy;

12 return Ai(0);

Algorithm 3: Framework of JSFP with Inertia: Update.

Input: Task ID i, t, k, A−i(t− 1), P̄CĀi(t−1)
i , ∀Āi ∈ Pi

Output: A strategy Ai(t) for the ith to act on at t
1 for ∀Āi ∈ Pi do
2 Calculate:

P̄C
Āi

i (t) =
t−1
t P̄C

Āi

i (t− 1)+ 1
tPCi(Āi, A−i(t− 1));

3 for ∀Āi ∈ Pi do
4 if P̄CĀi

i (t) = minA′
i∈Pi

P̄C
A′

i
i (t) then

5 Ãi(t) = Āi;

6 Include Ãi(t) in the set BRi(z−i(t));

7 if Ai(t− 1) ∈ BRi(z−i(t)) then
8 Ai(t) = Ai(t− 1); k = k + 1;

9 else
10 Select a strategy Ai(t) based on the probability

distribution: ωi(t)ρi(t) + (1− ωi(t))vAi(t−1);

11 k = 0;

12 return Ai(t);

strategy game). An objective function is given in Definition 3,

which characterizes the global cost and inherently reflects the

expected latency that a hybrid network suffers. The pure-PoA

is also defined.

Definition 3 (Objective Function, obj). The objective func-
tion under a strategy profile A(a) is obj(A(a)) :=∑

i∈N PCi(A(a)).

Definition 4 (Pure Price of Anarchy, pure-PoA).

pure-PoA :=
maxA∗ obj(A∗)
minA(a) obj(A(a))
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where maxA∗ obj(A∗) corresponds to the worst objective func-
tion among all the pure-NEs.

Based on the above, we have the following theorem:

Theorem 3. The pure-PoA in the proposed routing game in
hybrid networks is bounded by maxi,j∈N αi

αj
, which reflects

the homogeneity of the traffic load demands of each task.

Proof of Theorem 3. Under the protocol interference model,

we can derive

(min
i
αi) · obj(A(a)) ≤ φ(a) ≤ (max

i
αi) · obj(A(a)).

Let φ∗ be the ordinal potential function of a pure-NE strategy

profile. Then

φ∗ ≤ φ(a) =⇒ pure-PoA ≤ max
i,j∈N

αi/αj .

Therefore, our theorem is proved.

VI. EVALUATION

We evaluate the performance of the proposed JSFP with

inertia based Selfish Task-Driven Routing (STaR) scheme in

the ns3 simulator.
We conducted simulations in two different scenarios of

hybrid networks deployed in a 50m×50m region: a) 10 nodes

with 15 wired links, b) 15 nodes with 25 wired links. The nodes

and wired links are generated randomly. As stated in Section

III, each node is equipped with adequate network interfaces

and antennae for transmissons on its available channels simul-

taneously, and each node has the same wireless transmission

power level. There are totally 3 orthogonal channels available

in the network. Under the protocol interference model, the

transmission range and interference range of each node are set

as 10m and 11m, respectively. A wireless link is established

between two nodes if and only if they are within the wireless

transmission range of each other. The capacity of wired links

and the wireless links are set to 10 Mbps, each of which has

a propagation delay of 2 us. The task number ranges from 25

to 50. The source and destination of each task are randomly

selected. The task sizes are also randomly chosen based on a

Gaussian distribution with a mean value of 20 MB, a standard

deviation of 10/3 MB, and restricted between 10 MB and

30MB. In each case, a scheduler selects a path for each task

according to the STaR scheme. In the JSFP with inertia, ωi(t)
is set as 0.5 for any task at any time, and ρi(t) is set to be a

uniform distribution.

A. Evaluation of Routing Selection
In this section, we evaluate the efficiency of our proposed

routing selection scheme STaR, and the impact of the param-

eters are also analyzed.
1) Efficiency: We first give the definition of the near-Nash

equilibrium or an ε-Nash equilibrium:

Definition 5 (near-Nash Equilibrium, ε-Nash Equilibrium,

ε-NE). A strategy profile A† is called an ε-Nash Equilibrium
if for all players i ∈ N

PCi(A
†
i , A

†
−i) ≤ PCi(Ai, A

†
−i) + ε, ∀Ai �= A†

i ,
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Fig. 3: The evolution of the routing selections of each task

before reaching a pure-NE (task # =50).
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Fig. 4: The evolution of the path costs of each task before

reaching the ε-NE and pure-NE (task # = 50).

which means that no player can reduce its cost by ε through
unilaterally changing its strategy at the ε-NE.

Fig. 3 illustrates the evolution of the routing selections of the

50 tasks before reaching a pure-NE. STaR takes on average

about 70 and 85 iterations to achieve a pure-NE in the two

scenarios respectively. We can see in Fig. 4 that the path costs

of the tasks fluctuates frequently in the first 20 iterations on

average and levels off after that. This implies, by setting a

value of ε, we can quickly obtain an ε-Nash equilibrium which

is of great importance in large-scale routing games. Based on

the above observations, we can conclude our STaR scheme

converges to an equilibrium effectively and efficiently.

2) Impact of Parameters: We now discuss the influence of

two key parameters on the performance of STaR. 1) the number
of tasks: We can conclude from Fig. 5(a) that the evolutions

of objective functions (refer to Definition 3) in different cases

are almost identical; 2) the number of wired links: Fig. 5(b)
illustrates that when the number of wired links changes from 15
to 25, the time to reach an pure-NE does not have an obvious

variation.

B. Comparing STaR with DSR

In this section, we compare the performance of our proposed

STaR scheme with the popular routing scheme, dynamic source

routing (DSR). Two key metrics are considered, the completion

time of each task and the load balancing of the links. Since

similar results are achieved in the two scenarios, we only

illustrate the second scenario here.

1) Completion Time: Fig. 6(a) shows the completion time

of 50 tasks in the second scenario by adopting the DSR and

the STaR scheme. We can find that almost all the selfish tasks

are completed in a much earlier time in our STaR scheme.
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We illustrate in Fig. 6(b) the maximal (the higher endpoint of

each vertical segment), the minimal (the lower endpoint), and

the average (the dot at the middle of each vertical segment)

completion time among all the tasks when the task number

changes. Compared with DSR, STaR achieves a dramatic

decrease in the average and maximal completion time. For the

minimal completion time, STaR performs better in only nearly

half of the cases, since DSR selects a route with approximately

minimal latency for all tasks.

2) Load-Balancing: A Chebyshev’s Sum Inequality based

metric is used to measure the load-balancing performance of

the links similar to [17], which is given by θ =
∑

e∈E L(e)2

|E|∑e∈E L(e)2
,

where L(e) is the load running on the link e. It is easy to verify
that θ is not larger than 1, and the higher θ is, the better the
performance in load balancing. Fig. 7 shows that STaR achieves

a dramatic increase in the load-balancing based on the metrics

θ compared with DSR.
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Fig. 7: Evaluation of load-balancing.

VII. CONCLUSION

In this paper, we addressed the selfish routing problem in

hybrid wired/wireless networks. The joint routing process of

the selfish tasks was formulated as a noncooperative game. We

proved that the game was ordinal potential, and the existence of

pure-Nash Equilibrium was therefore guaranteed. We also de-

signed a centralized selfish task-driven source routing scheme,

called STaR, leveraging the Joint Strategy Fictitious Play with

inertia. Extensive simulations showed that the scheme not only

can find a routing strategy profile for all tasks efficiently

but also outperform the existing routing scheme regarding

the completion time and load balancing. This work opens

up several avenues for future research. One is to consider

a statistical model to predict the current strategy profile of

other tasks, so that each task does not need to receive global

information from the scheduler at each iteration. We can also

investigate how to improve the wireless capacity by power

control in hybrid networks.
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